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Major Goals:  Objective: We undertook a broad experimental program in fundamental network science. We used a 
revolutionary experimental approach to observe and analyze the evolution of complex dynamical networks such as 
pattern formation and control, emergence of complexity, and information processing. Specifically, we studied time-
delayed Boolean networks implemented experimentally with logic gates on field-programmable gate arrays 
(FPGAs). We used this experimental platform to create diverse networks of various sizes that display periodic, 
chaotic, and excitable dynamics and we applied what we learned about these networks to perform information 
processing and performed more detailed studies of the ultra-long transient behavior of relatively simple networks 
that have implications for biological networks.  In addition, we have explored methods for solving constraint 
satisfaction problems using autonomous Boolean networks on an FPGA.



Approach: We used a balanced approach combining mathematical modeling and experiments with a reconfigurable 
chip [field-programmable gate array (FPGA)]. First, we devised a Boolean analogy to a given physical phenomenon 
occurring in networks (e.g., chaos, excitability, phase locking, synchronization patterns…). Then we designed an 
experimental setup that is a physical embodiment of the Boolean analogy. Finally, we developed mathematical 
models (e.g., Boolean delay equations (BDE), Glass models, etc.) to analyze and interpret our experimental 
findings. The work was in collaboration with Profs. Michelle Girvan and Edward Ott at the University of Maryland 
and Prof. Eckehard Schöll of the Technical University of Berlin, Germany.



Relevance to Army: Our fundamental network science research provides three potential applications for the Army. 
First, we developed analog neuro-inspired computation machines based on our Boolean neural-like networks. We 
showed that our Boolean neurons operate at a nanosecond time scale (millions of times faster than biological 
neurons), thus opening new avenues in the field of pattern recognition (e.g., speech, image, automatic threat 
detection) integrated on a hardware platform. Second, our fundamental research on chaotic dynamics generated by 
hardware-efficient networks can be used to generate random number in a massively parallel fashion: Thanks to 
scalability of FPGAs, we can potentially achieve physical random number generation at ultra-high rates of Tb/s on a 
single electronic platform. This would be invaluable for the generation of secure keys used in cryptographic 
protocols or benefit to the simulation of extremely complex systems (e.g., particle accelerators, nuclear reactors, 
bioengineered systems).  Finally, our platform can be used to study fundamental aspects of control of complex 
networks by making small adjustment to network parameters.  For our Boolean-like networks, control is typically 
accomplished by adjusting the timing of signals along the network links or by injecting Boolean spatial-temporal 
patterns into the network.

Accomplishments:  See attached report.
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Training Opportunities:  The graduate students and post-docs involved with this project presented their work at 
international conferences.  Also, they were highly engaged in developing new programs with collaborators at TU 
Berlin, U of Maryland, and will Potomac Research LLC.

Results Dissemination:  See attached report.

Honors and Awards:  Dr. David Rosin’s Ph.D. dissertation, entitled “Dynamics of complex autonomous Boolean 
networks,” TU Berlin and Duke University, was co-selected as the best physics Ph.D. dissertation by the European 
Physics Society in 2015 and was published by Springer in their Theses series and has been downloaded over 
4,870 times at this time.  Rosin’s thesis sets the foundation for this new field and demonstrates the great flexibility 
offered by the FPGA-based experimental platform for studying the fundamental behavior of complex networks.

Protocol Activity Status: 

Technology Transfer:  * We have partnered with Potomac Research, LLC to apply for SBIR and STTR funding 
based on the work developed in this program.  We have a 100% success rate in our applications for the following 
projects:



1. ‘RAD: Reservoir-based Anomaly Detection,’ Potomac Research LLC (SBIR Phase I, Army Research Office, 
Topic #A18-034), 9 Jul 18 – 8 May 23.



2. ‘Provably Unclonable Functions on Field Programmable Gate Arrays,’ Potomac Research LLC (STTR Phase I, 
Army Research Office, Topic #A18B-T001),1 Jan 19 – 30 Jun 19.



3. ‘Software solutions for true random number generation,’ Potomac Research LLC (SBIR Phase I, Army Research 
Office, Topic #A18-116), 1 Jan 19 – 30 Jun 19.



* In collaboration with D. Lathrop (PI), M. Girvan, and E. Ott, we have started a long-term program with the 
Laboratory for Telecommunication Science on ‘Reservoir computing for identifying radio-frequency signals.’



* We have filed two patent disclosures through Ohio State University related to this program.  Potomac Research 
LLC as well as several other companies have expressed interest in this intellectual property:



1. D. Canaday, A. Griffith, and D. Gauthier, ‘Rapid Time-Series Prediction with an FPGA-Based Reservoir 
Computer.’



2. D. Canaday, A. Griffith, D. Gauthier, and A. Pomerance, ‘Method for Precise, Model-Free Control of Dynamical 
Systems with a Deep Reservoir Computer.’



* Ford Motor Company has expressed interest in using RCs for forecasting and controlling engine dynamics based 
on the noisy telemetry signals generated by field-deployed vehicles.  We have applied for funding for this project 
though the Ford-Ohio State University Alliance program.
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Fundamental Experimental Research on the Dynamics of Physical Networks 

Daniel J. Gauthier 
Physics Department 

Duke University, Durham, NC 27708 
 

Objective 
We undertook a broad experimental program in fundamental network science. We used a 

revolutionary experimental approach to observe and analyze the evolution of complex dynamical 
networks such as pattern formation and control, emergence of complexity, and information 
processing. Specifically, we studied time-delayed Boolean networks implemented experimentally 
with logic gates on field-programmable gate arrays (FPGAs). We used this experimental 
platform to create diverse networks of various sizes that display periodic, chaotic, and excitable 
dynamics and we applied what we learned about these networks to perform information 
processing and performed more detailed studies of the ultra-long transient behavior of relatively 
simple networks that have implications for biological networks.  In addition, we have explored 
methods for solving constraint satisfaction problems using autonomous Boolean networks on an 
FPGA. 
Approach 

We used a balanced approach combining mathematical modeling and experiments with a 
reconfigurable chip [field-programmable gate array (FPGA)]. First, we devised a Boolean 
analogy to a given physical phenomenon occurring in networks (e.g., chaos, excitability, phase 
locking, synchronization patterns…). Then we designed an experimental setup that is a physical 
embodiment of the Boolean analogy. Finally, we developed mathematical models (e.g., Boolean 
delay equations (BDE), Glass models, etc.) to analyze and interpret our experimental findings. 
The work was in collaboration with Profs. Michelle Girvan and Edward Ott at the University of 
Maryland and Prof. Eckehard Schöll of the Technical University of Berlin, Germany. 
 
Relevance to Army 

Our fundamental network science research provides three potential applications for the 
Army. First, we developed analog neuro-inspired computation machines based on our Boolean 
neural-like networks. We showed that our Boolean neurons operate at a nanosecond time scale 
(millions of times faster than biological neurons), thus opening new avenues in the field of 
pattern recognition (e.g., speech, image, automatic threat detection) integrated on a hardware 
platform. Second, our fundamental research on chaotic dynamics generated by hardware-
efficient networks can be used to generate random number in a massively parallel fashion: 
Thanks to scalability of FPGAs, we can potentially achieve physical random number generation 
at ultra-high rates of Tb/s on a single electronic platform. This would be invaluable for the 
generation of secure keys used in cryptographic protocols or benefit to the simulation of 
extremely complex systems (e.g., particle accelerators, nuclear reactors, bioengineered systems).  
Finally, our platform can be used to study fundamental aspects of control of complex networks 
by making small adjustment to network parameters.  For our Boolean-like networks, control is 
typically accomplished by adjusting the timing of signals along the network links or by injecting 
Boolean spatial-temporal patterns into the network. 



 
Personnel 

During this course of this program, the following researchers were active participants on this 
project: 

• Dr. Daniel J. Gauthier (PI, currently Research Professor of Physics at Duke 
University and Professor of Physics at Ohio State University) 

• Dr. Gregory P. Lafyatis (PI of sub-award with Ohio State University, Professor of 
Physics, Ohio State University) 

• Dr. Damien Rontani (Post-doc, 2012-2013, currently Assistant Professor, École 
Supérieure d’Électricité, Supélec, France) 

• Dr. Otti D’Huys (Post-doc, 2014-2016, currently Lecturer in Mathematics, Aston 
University, UK)  

• Dr. David P. Rosin (physics Ph.D. obtained in 2014, dissertation research supported 
by this project, currently Software development engineer, Finisar, Berlin, Germany) 

• Mr. Nicholas D. Haynes (physics M.S. obtained in 2017, currently Director of Data 
Science, Automated Insights, Durham, NC) 

• Mr. Johannes Lohmann (physics M.Sc., TU Belin, obtained in 2015, currently 
graduate research assistant at the University of Copenhagen, Denmark)  

• Mr. Stefan Apostel (physics M.Sc., TU Berlin, obtained in 2017, currently Web 
Engineer, INWX GmbH, Brandenburg, Germany) 

• Mr. Daniel Canaday (currently a graduate research assistant at Ohio State University 
working on this project) 

• Mr. Aaron Griffith (currently a graduate research assistant at Ohio State University 
working on this project) 

 
Summary of Major Accomplishments  

The major outcome of our program is starting an entirely new field of studying complex 
networks using field-programmable gate arrays (FPGAs).  We have demonstrated that the 
flexibility and reprogrammable aspect of the chips allows us to study a wide range of network 
behaviors.  For example, by grouping logic elements in a systematic way, we realize a neuron 
with excitable and refractory behaviors.  By grouping logic elements in loops, we realize a phase 
oscillator, which can be coupled to observe synchronization or, in larger arrays, chimera states.    
Finally, these complex networks are an ideal platform for studying information flow and 
processing via the networks to realize a so-called reservoir computer.  We far exceeded the goals 
set out in the original proposal for this program. 

Dr. David Rosin’s Ph.D. dissertation, entitled “Dynamics of complex autonomous Boolean 
networks,” TU Berlin and Duke University, was co-selected as the best physics Ph.D. 
dissertation by the European Physics Society in 2015 and was published by Springer in their 
Theses series and has been downloaded over 4,870 times at this time.  Rosin’s thesis sets the 
foundation for this new field and demonstrates the great flexibility offered by the FPGA-based 
experimental platform for studying the fundamental behavior of complex networks. 

This program is generating considerable interest beyond the primary work described here.  
Together with collaborators at Duke University, the University of Maryland, and Harvard 
University, we further emphasized our research on a new approach to machine learning known as 
reservoir computing through a seedling grant from DARPA and passed through this project.  A 
reservoir computer is an artificial neural network based on an internal complex network (the 



reservoir), which is an autonomous dynamical system, and is well suited for predicting, 
forecasting, and controlling dynamical systems.  We are undertaking other research projects for 
the US Army through SBIR and STTR projects in collaboration with a small startup company, 
Potomac Research LLC.  Also, in collaboration with the University of Maryland, we have a long-
term project on using reservoir computers for identifying radio-frequency communications, 
funded by the Laboratory for Telecommunication Sciences.  Finally, we are initiating a project 
with Ford Motor Company for assessing and controlling engine dynamics using reservoir 
computers.  

A brief summary of specific accomplishments is given here. 
• Demonstrated that a single excitable artificial neuron with a controllable refractory time 

can be realized by group together a small collection of logic elements on an FPGA. The 
node displays self-pulsation when the input is held high. 

• Observed synchronization of two delay-coupled networks where each contains a single 
excitable node.   

• Realized intermediate-scale artificial neuronal networks (~100 nodes) consisting of 
Boolean excitable nodes with random topology and community structure. 

• Observed that synchronization patterns can be altered and controlled in the artificial 
neuronal networks similar to those described in simple networks with unidirectional loops.  
These types of networks are the largest experimental neural-like network built to date 
without a computer to handle the coupling.  

• Created a novel Boolean phase oscillator with periodic dynamics capable of exhibiting 
synchronization behavior analogous to those described by coupled phase oscillators with 
variable coupling strength. Observe Arnold-tongue-like behavior when changing the 
synchronization coupling strength. 

• Created an intermediate-scale network of Boolean phase oscillators, demonstrating an 
analogy to the well-known Kuramoto oscillator network.  Observe chimera states, a super-
transient behavior on the route to full network synchronization.  During the transient, which 
can persist for billions of characteristic time scales of the oscillators, the chimera states 
wander through the network, the first observation of this behavior. 

• Built an operational reservoir computer on an FPGA using a single digital logic element 
with time-delay feedback and showed that it is able to learn to distinguish temporal 
patterns. This demonstrates the feasibility of using autonomous Boolean networks realized 
on FPGAs to do fast information processing. 

• Studied ultra-long transient dynamics of simple time-delay autonomous Boolean networks. 
We observed chaotic transients that survived up to 1010 characteristic time scales in systems 
of a single exclusive-OR (XOR) gate with time-delay feedback and small (2- and 3-node) 
rings of NOT gates with time-delay connections. The fast time scale of the systems (~1 ns) 
allowed us to collect statistics on these long transients.  This network is a simple model of 
a gene regulatory network (known as a repressilator) that may be a model for a biological 
clock. 

• Realized an operational reservoir computer on an FPGA using a large autonomous 
Boolean network consisting of over 100 nodes.  We used the reservoir computer to solve 
a standard machine learning task for automated recognition of hand-written digits.  In 
particular, we used the so-called MNIST data set, which includes a large number of 
images of hand-written digits that are used as a training data set, and a related 
independent set that is used to test the generalizability of the reservoir computer.  We 



obtain close to state-of-the-art performance when compared to competing deep learning 
methods for the case when no off-line preprocessing of the images is undertaken. 

• Developed computer code to simulate a discrete time reservoir computer, the approach 
taken by most other groups in the world who are studying reservoir computers.  Using 
this code, we find that the Boolean nature of the reservoir nodes (as opposed to a 
continuous-value smooth nonlinear input-output node) only slightly degrades the 
performance of the reservoir computer.  Furthermore, we find that our experimental 
autonomous Boolean network out-performs the discrete-time network for fixed reservoir 
resources (e.g., number of nodes). 

• Applied new FPGA technologies to fundamental network science.  One challenge in 
studying large networks it to be able to read out the dynamics of the network on a fast 
enough time scale; this was posed as a problem that needed to be solved in our original 
proposal.  We have developed methods to sample the network dynamics in real time 
using the FPGA resources (sample and hold, local memory, deserializers) to essentially 
solve this problem without having to use an external oscilloscope.  This greatly simplifies 
experiments on autonomous Boolean networks. 

• Develop cloud-based distributed computing approaches using the Open Science Grid so 
that we can conduct many experiments in an automated fashion and on many parallel 
FPGA demonstration boards.  Finally, we are transitioning our work to a new family of 
FPGAs that have a hard processor on the same chip with high-speed communication 
between the FPGA and the CPU.  This greatly facilitates transfer of data to and from the 
FPGA and will make FPGAs more accessible to researchers who are more familiar with 
standard programming on a CPU or GPU. 

• Developed a high-speed classification layer for a FPGA-based reservoir computer allowing 
up to obtain world-record results for using a reservoir computing to predict the evolution 
of a dynamical system 

• Found that there are linear dependencies between the dynamics of reservoir nodes, 
allowing us to substantially compress the size of the reservoir while maintaining prediction 
accuracy 

• Applied the concept of a deep reservoir computer to control fixed-points and periodic orbits 
of dynamical system 

• Demonstrated that a reservoir computer can detect anomalies in dynamical systems and 
applied this to the specific problem of detecting degradation of a helicopter gear box 

 
Collaborations and Technology Transfer 

• We have partnered with Potomac Research, LLC to apply for SBIR and STTR funding based on 
the work developed in this program.  We have a 100% success rate in our applications for the 
following project: 
1. ‘RAD: Reservoir-based Anomaly Detection,’ Potomac Research LLC (SBIR Phase I, Army 

Research Office, Topic #A18-034), 9 Jul 18 – 8 May 23. 
2. ‘Provably Unclonable Functions on Field Programmable Gate Arrays,’ Potomac Research LLC 

(STTR Phase I, Army Research Office, Topic #A18B-T001),1 Jan 19 – 30 Jun 19. 
3. ‘Software solutions for true random number generation,’ Potomac Research LLC (SBIR Phase 

I, Army Research Office, Topic #A18-116), 1 Jan 19 – 30 Jun 19. 
• In collaboration with D. Lathrop (PI), M. Girvan, and E. Ott, we have started a long-term 

program with the Laboratory for Telecommunication Science on ‘Reservoir computing for 
identifying radio-frequency signals.’ 



• We have filed two patent disclosures through Ohio State University related to this program.  
Potomac Research LLC as well as several other companies have expressed interest in this 
intellectual property: 
1. D. Canaday, A. Griffith, and D. Gauthier, ‘Rapid Time-Series Prediction with an 

FPGA-Based Reservoir Computer.’ 
2. D. Canaday, A. Griffith, D. Gauthier, and A. Pomerance, ‘Method for Precise, Model-

Free Control of Dynamical Systems with a Deep Reservoir Computer.’ 
• Ford Motor Company has expressed interest in using RCs for forecasting and controlling 

engine dynamics based on the noisy telemetry signals generated by field-deployed 
vehicles.  We have applied for funding for this project though the Ford-Ohio State 
University Alliance program. 
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